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Frequency-stabilized cavity ring-down spectroscopy was utilized to measure electric quadrupole transitions
within the '°0, A band, b E+ 32 (0,0). We report quantitative measurements (relative uncertainties in
intensity measurements from 4 4% to 11%) of nine ultraweak transitions in the Y0, Y0, ®S, and 7S branches
with line intensities ranging from 3 X 1073° to 2X 107> cm molec.™!. A thorough discussion of relevant noise
sources and uncertainties in this experiment and other cw-cavity ring-down spectrometers is given. For short-
term averaging (+<<100 s), we estimate a noise-equivalent absorption of 2.5X 10719 cm™' Hz™!2. The detec-
tion limit was reduced further by co-adding up to 100 spectra to yield a minimum detectable absorption
coefficient equal to 1.8X 107! ¢cm™!, corresponding to a line intensity of ~2.5X 1073! cm molec.”!. We
discuss calculations of electric quadrupole line positions based on a simultaneous fit of the ground and upper
electronic state energies which have uncertainties <3 MHz, and we present calculations of electric quadrupole
matrix elements and line intensities. The electric quadrupole line intensity calculations and measurements
agreed on average to 5%, which is comparable to our average experimental uncertainty. The calculated electric
quadrupole band intensity was 1.8(1) X 10727 c¢m molec.”™! which is equal to only ~8 X 107 of the magnetic

dipole band intensity.
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I. INTRODUCTION

In 1961, Noxon observed the first electric quadrupole
transitions of molecular oxygen in the (subsequently named)
Noxon band a 'Ag<—b 12§ [1]. In 1981, electric quadrupole
transitions within the electronic ground state of O, were
identified by Goldman et al. [2] in the solar spectra of Niple
et al. [3] and observed in the laboratory spectra of Reid er al.
[4]. Quadrupole transitions within the O, A band, b ]E+
—X 3Eg(O 0), were observed in the solar spectra of Brault
[5]. Brault was able to produce line positions and intensities
for eight transitions (N"=5 to 19) within the S branch of the
1602 A band. See Sec. II for notation. The only laboratory
observation of an electric quadrupole line within the O, A
band was performed by Naus e al. who measured the 7S(9)
line with a signal-to-noise ratio (SNR) of ~2: 1 using pulsed
cavity ring-down spectroscopy (CRDS) [6].

The O, A band is of special significance due to its exten-
sive use over the past 50 years in remote sensing of the
Earth’s atmosphere. Measurements of this band have the po-
tential to yield surface pressures to 0.1% [7] and enable ac-
curate CO, remote sensing (~0.3%) by constraining surface
pressure and photon path length in these retrievals. Use of
the O, A band has been expanded in recent years to ground-
based observations of solar spectra such as those of the TC-
CON network [8]. Also, solar absorption by this band is used
in satellite sensing of atmospheric gases by the GOME [9],
SCIAMACHY [10,11], GOSAT [12] missions and was to be
used in the OCO [13-15] mission.

Although the electric quadrupole transitions of the A band
are 10° times weaker than the corresponding magnetic dipole
transitions, they can be observed in atmospheric spectra
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[5,16] reaching 1% absorbance at high solar zenith angles.
Failure to include electric quadrupole absorptions in O, A
band remote sensing retrievals will lead to systematic errors
in the assessment of photon path lengths, cloud or aerosol
optical depths, and atmospheric pressure at the scattering
height [7]. The situation is compounded since many of the
electric quadrupole transitions occur underneath the much
stronger magnetic dipole transitions. For these same reasons,
the failure to include electric quadrupole transitions in fits of
the line shape and line mixing parametrizations of the mag-
netic dipole transitions may result in systematic errors in the
representation of the magnetic dipole features.

We present quantitative laboratory-based CRDS measure-
ments which constitute observations of ultraweak (line inten-
sities ranging from 3 X 1073 to 2X 107> c¢m molec.™) elec-
tric quadrupole transitions in the YO, 70, %S, and TS
branches of the O, A band. We note that Brault [5] measured
isolated 'S lines which lie above the R-branch bandhead.
Figure 1 shows the calculated positions and intensities of the
four electric quadrupole (and magnetic dipole) branches,
where the electric quadrupole intensities are based on the
transition matrix elements described in Sec. IV C. The 'S
lines are relatively easy to observe in comparison with de-
tection of YO, 0, and %S lines that are nearly degenerate
with the magnetic dipole transitions—as are reported in the
present study. We also discuss pertinent short- and long-time
noise sources in this, and other, cw-CRDS experiments. Line
intensities are assigned and combined (absolute) uncertain-
ties in line intensity are estimated by evaluating random and
systematic measurement uncertainties. Finally, we present
theoretical calculations of line intensities and positions and
compare these predictions to our experimental results.

©2009 The American Physical Society
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FIG. 1. (Color online) Stick spectra of magnetic dipole (upper
panel) and electric quadrupole (lower panel) '°0, A band line in-
tensities at 7=296 K. Positions for the electric quadrupole lines are
given in Table II. Transitions from the present study and those of
Brault [5] as indicated. The symbol * indicates the transition ob-
served by Naus et al. [6]. Note the difference in scales of the ver-
tical axes.

II. BACKGROUND

The O, A band, with a band origin at wave number ¥
=13 122 cm™!(A=762 nm), is the strongest near-infrared
absorption feature in the Earth’s atmosphere. Although the
transition is triply forbidden by quantum mechanical electric
dipole selection rules (gerade-gerade, singlet-triplet, and
2*-37), magnetic dipole and electric quadrupole transitions
are allowed [17,18]. The magnetic dipole transitions are 107
times weaker than a typical electric dipole transition and the
electric quadrupole transitions are a further 10° times weaker
(see Sec. IV C 2) than the magnetic dipole transitions.

The rotational energy levels of molecular oxygen are de-
scribed by three quantum numbers: N, the rotational angular
momentum, S, the spin angular momentum, and J, the total
angular momentum (/=N+S5). We therefore, describe the A
band transitions by “YAJ(N"), where the double prime indi-
cates the lower state. An energy level diagram for the O, A
band is shown in Fig. 2, illustrating that there are three J
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FIG. 2. Energy level dlagram of molecular oxygen (only for
10, and '®0,) for the X 2 ground state and the b 12+ excited
state. The |AJ|=0,1 branches (*P.PQ,%R,RQ) are shown on the
left for ground state rotational angular momentum, N (odd), and
total angular momentum, J. These branches are both magnetic di-
pole (MD) and electric quadrupole (EQ) symmetry allowed. Simi-
larly, on the right four symmetry-allowed electric quadrupole tran-
sition branches measured in this work are shown (F0,V0,%s,7s).

levels for every N in the triplet ground state. For even values
of N (in the case of '°0, and '80,) the spin-statistical weight
is 0 and hence only odd N are allowed. The “P, ’Q, R, and
RO branches, corresponding to |[AJ|=0,1 are both magnetic
dipole and electric quadrupole allowed. Given the weakness
of the electric quadrupole transition moments, we do not
expect them to contribute significantly to line intensities in
the |AJ|=0, 1 branches. The |AJ|=2 electric quadrupole tran-
sitions correspond to four branches: No, o, RS, and TS. The
’s and YO branches have |AN|=3, whereas the O and XS
branches have |AN|=1. As can be seen in Fig. 1, these two
|AN|=1 branches are heavily masked by the P and R
branches of the magnetic dipole transitions, respectively,
with line positions differing, on average, by only 0.2 to
0.3 cm™!. Only the N"=1 transition for each of these two
branches is isolated from its sister magnetic dipole transition
and can therefore be feasibly measured in this laboratory
experiment.

Line position calculations

The positions of the electric quadrupole transitions were
calculated based on a simultaneous fit of the ground X 32;
and upper b 12; states using SPFIT [19]. Microwave
[20-23], far-infrared [24], and Raman [25-28] positions for
the v=0 and v=1 levels of the ground state were taken from
the literature and used with their reported uncertainties. The
A band positions reported by Robichaud er al. [29] yielded
parameters for the upper state and also improved the distor-
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TABLE 1. Spectroscopic constants (cm™!) of the X 32; and
b 'S* states of I602. Lower state energy levels are defined in Ref.
[25] and those of the upper state are given by vg+ByJ(J+1)
—DoJ*(J+1)2+Hy3(J+1)>. Numbers in parentheses represent 1o
uncertainty in units of the least significant digit.
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TABLE II. Calculated vacuum wave numbers (cm™') for the
electric quadrupole transitions within the NO, P 0, RS, and 7S
branches of the '°0, A band using our lower and upper state rota-
tional parameters given in Table I. Transitions probed in this study
are underlined. We use the designation ANAJ(N™), such that
NO(13) indicates the [(N'=10)« (N"=13), (J'=12)« (J"=14)]

X 32; state This work Rouillé et al. [25] transition.
By 1.437676078(29) 1.437676476(77) N No r0 kg rg
D, 4.84178(14) X 107° 4.84256(63) X 1070
H, 4.28(19) X 10712 2.80(16) X 10-12 1 13119.92145 13130.35305 13147.74429
Mo 1.98475118(5) 1.984751322(72) 3 13105.75288 13113.96544 13133.57572 13164.04113
)\(/) 1.9470(3) X 1076 1.94521(50) X 106 5 13088.15293 13107.60461 13138.22862 13179.92388
)‘8 9.70(3) X 1012 1.103(41) X 10711 7 13070.22159 13100.86413 13142.54086 13195.41358
“o ~8.4253696(58) X 103 ~8.425390(13) X 1073 9 13051.93672 13093.75012 13146.48617 13210.51223
:U«(,) -8.136(22) X 107° -8.106(32) X 10™° 11 13033.29479 13086.26481 13150.05690 13225.21793
Mg —4.04(15) X 1014 —4.70(19) X 10714 13 13014.29577 13078.40910 13153.24888 13239.52744
15  12994.94055 13070.18320 13156.05889 13253.43688
b 12; state This work Robichaud ef al. [29] 17 12975.23027 13061.58694 13158.48395 13266.94194
Yo 13122.0057456(89) 13122.00575(1) 19 12955.16606 13052.61982 13160.52106 13280.03801
B, 1.39124922(11) 1.3912496(1) 21 12934.74895 13043.28109 13162.16713  13292.72019
Dy 5.36909(28) X 1076 5.3699(3) X 1076 23 12913.97982 13033.56974 13163.41892 13304.98336
H, 1.65(33) x 10714 ~1.80(2) X 10712 25 12892.85936  13023.48451 13164.27298 13316.82215
27 12871.38808 13013.02394 13164.72571 13328.23096
29  12849.56627 13002.18633 13164.77328 13339.20396

tion constants for the ground state compared to fits using
only the ground state transitions. The final fit included 327
transitions and yielded a reduced root-mean-square (rms) un-
certainty of 0.843, indicating that the relative weighting
of the experimental data was slightly conservative. Note that
we switched assignments for the (N',J'«—N",J")=(11,11
~—13,13) and (11,10<13,12) transitions at 7
=1482.4971 cm™! and 1482.4739 cm™!, respectively, com-
pared to the assignments reported by Brodersen and Bendt-
sen [27]. This resulted in a 62% reduction in the reduced rms
of the total ground-state-only fit. Our fitted parameters for
both lower and upper states as well as those of Rouillé et al.
[25] (lower state) and Robichaud er al. [29] (upper state) are
given in Table I, and our predicted electric quadrupole posi-
tions are given in Table II. Uncertainties in our predicted
positions of the electric quadrupole transitions are predicted
to be less than 3 MHz (10™* cm™") since these transitions are
based on the same energy levels as the magnetic dipole tran-
sitions (Fig. 2) [29].

However, when we compare our calculated positions to
the calculations of Naus et al. [6], we find that their positions
are systematically ~300 MHz(0.01 cm™') lower than ours
for both the magnetic dipole and electric quadrupole transi-
tions. We believe that pressure shifting is the root of this
discrepancy. Our line positions were calculated based upon
laboratory measurements which have been corrected for
pressure shifting, while no such correction was applied to the
solar observations of Brault [5] and Babcock et al. [17]
which formed the basis for the Naus ef al. calculations.
Brown and co-workers [30] have previously noted a similar
discrepancy between the magnetic dipole line positions of
several high-resolution laboratory studies [30-32] and those
of Babcock er al. The direction and magnitude of the ob-
served shift is consistent with the reported pressure shifting

of Robichaud er al [33] (~-0.002 MHzPa™! or
-0.007 cm™! atm™!) for the P-branch of the A band mag-
netic dipole transitions. Thus, we believe that the calcula-
tions of Naus et al. [6] would agree with ours if the former
were corrected for atmospheric pressure shifting. Addition-
ally, the value reported by Naus er al. for the %S(1) line
position is approximately 1 c¢cm™' low compared to both our
reported value and our recalculation of this position using
their specified spectroscopic constants.

As described below, having accurate knowledge of the
line positions (i.e., those given in Table II) facilitated our
efforts to unambiguously locate the electric quadrupole lines.
This information, combined with accurate measurements of
probe laser frequency, made it sufficient to interrogate the
absorption spectrum over narrow spectral ranges centered on
each expected line position.

III. EXPERIMENT

All measurements were made at the National Institute of
Standards and Technology (NIST), in Gaithersburg, Mary-
land using the frequency-stabilized cavity ring-down spec-
troscopy (FS-CRDS) technique. This technique, which en-
ables precise and accurate measurements of both the
absorption coefficient and spectrum frequency axis, has been
described previously [34,35]. See Fig. 3(a) for a schematic of
the setup. The fundamental distinction between FS-CRDS
and traditional cw-CRDS is that the cavity length is actively
locked through the use of a co-resonant reference laser beam.
In addition, the probe beam frequency is selectively locked
to longitudinal modes of the TEM, cavity mode.
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FIG. 3. (Color online) Experimental configuration. (a) Principal
components of the frequency-stabilized cavity ring-down spectrom-
eter, including probe and reference lasers, ring-down cavity, and
length-stabilization servo. (b) Spectral acquisition scheme illustrat-
ing how the probe laser is scanned over successive longitudinal
modes of the resonant cavity. The equally spaced modes are sepa-
rated by ~200 MHz and form a frequency axis whose long-term
precision is limited by the stability of the reference laser. With this
approach, the absorption spectrum is discretely sampled at fixed
intervals as indicated by the solid circles.

A. Experimental apparatus

The reference laser was a frequency-stabilized HeNe laser
(A=633 nm) with a long-term (8 h time interval) frequency
variation less than 2 MHz and output power of 1 mW. The
probe beam was from a continuous-wave external-cavity
diode laser (ECDL) with a Litmann-Metcalf resonator con-
figuration. A Faraday isolator (—40 dB of isolation) was
mounted directly on the probe laser housing. The ECDL out-
put was single-mode and had a typical output power of 6—-10
mW over the wavelength range A=759-771 nm. We used
custom-made, dichroic ring-down cavity mirrors with nomi-
nal transmission losses of 3 X 107 and 0.05 at A\=765 nm
and 633 nm, respectively. Losses at the probe wavelength
corresponded to a cavity finesse, F~ 105 000, and the cavity
length was 74 cm, yielding an effective optical path length of
~25 km. The mirror losses were ~7 times smaller com-
pared to those of our previous FS-CRDS O, A band studies
[29,36]. However, the short-term detection limit (discussed
below) was only ~4 times lower than previously demon-
strated because of reduced signal intensity of the decay sig-
nals.

The internal volume of the ring-down cavity was ~0.2 1,
and all internal surfaces (except for Cu gaskets used in
vacuum-compatible knife-edge seals) were made of elec-
tropolished stainless steel. We performed all experiments at
room temperature and made no effort to control the tempera-
ture of the ring-down cell. The sample temperature, 7, was
measured using a NIST-calibrated 2.4 k() thermistor
mounted in good thermal contact with an external wall of the
ring-down cavity. Uncertainty in the measured sample tem-
perature was limited by temperature gradients within the
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cavity and was estimated to be less than 0.2 K. Cell wall
temperature varied by at most 0.2 K during the course of a
day, and the average temperature for all spectra was
295.25 K=*=0.3 K. All measurements were made on O, with
>99.9% purity and natural isotopic abundance. We mea-
sured gas pressure, p, using two NIST-calibrated capacitance
diaphragm gauges with full-scale responses of 13.3 and 133
kPa, respectively. We estimated the relative combined stan-
dard uncertainty in the pressure measurement to be less than
0.2% of the reading over the entire pressure range.

Spectra were acquired by locking the probe laser fre-
quency to successive longitudinal modes of the frequency-
stabilized ring-down cavity as shown in Fig. 3(b). As was
previously demonstrated [29,33], this approach provides
an exceptionally linear spectrum frequency axis with a step
size given by, vggr, Where FSR is the cavity free-spectral
range. The spectral resolution was limited by the stability of
the HeNe reference laser. To measure absolute frequencies
and the cavity FSR, we used a commercial Michelson-
interferometer wave meter having a precision of 30 MHz
(A7=0.001 cm™"). We determined the mean cavity FSR to
be 202.569(15) MHz by measuring the frequency steps of
nearly 1000 spectra, each spanning a range of 10 GHz. The
15 kHz uncertainty in FSR is due to variations in the effec-
tive path length of the ring-down cavity caused by concomi-
tant changes in the sample index of refraction as the pressure
was varied between 2.5 and 30 kPa. The wave meter was
calibrated against the measured position of the "P(11)
160'®0 A band magnetic dipole transition. This line is within
0.15 ecm™' of the MO(5) electric quadrupole line, and its
position was recently determined with an uncertainty of
4% 107 cm! through the FS-CRDS method [37] by using
hyperfine components of the D, and D, lines of *’K as an
absolute frequency reference [29].

We used a variable-frequency (200 MHz = 10 MHz)
acousto-optic modulator (AOM) to provide a first-order dif-
fracted beam that was mode matched into the ring-down cav-
ity. A Si-PIN photoreceiver (bandwidth of 700 kHz and re-
sponsivity of 0.3 V W~!) located at the cavity output
measured probe beam transmission. Ring-down decay events
were initiated by transmission bursts having amplitudes ex-
ceeding an adjustable threshold. These bursts triggered TTL
pulses from a digital delay generator, switching off the AOM
power (decay time <50 ns) and shifting the AOM frequency
by 10 MHz. The resulting ring-down signals were digitized
by a 12-bit analog-to-digital board at a rate of 25 M
samples/s and had maximum decay times of 80 us. The
decays were acquired at a nominal acquisition rate, f,q
=10 Hz. To obtain the decay time constant, 7, we fitted an
exponential decay plus a dc baseline to each signal using the
algorithm of Halmer et al. [38].

Spectra could be continuously measured over a 24 h in-
terval without operator intervention. We employed two
modes of laser tuning (coarse and fine). Coarse tuning was
performed through the use of a stepper-motor-actuated grat-
ing (9 GHz minimum movement), while fine tuning was
done via a piezoelectric (PZT)-actuated mirror (full range of
60 GHz). The stepper motor, PZT, and wave meter were
automatically used in combination to move the laser fre-
quency to the desired starting point for an individual scan.
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Once this location was found, the PZT was employed to step
the laser frequency over successive cavity longitudinal
modes, g,,. A typical scan spanned a total of ~10 GHz, and
took roughly ten to fifteen minutes. 50 individual ring-down
time constants were averaged at each frequency step. The
spectrum frequency axis was given by Ag,,vpsg Where Ag,,
was the number of mode steps through which the laser was
tuned relative to the beginning of the scan. At least ten com-
plete spectra were then co-added to produce a final averaged
spectrum. The effects of these two separate averaging steps
will be explored in detail in the next two sections

B. Short-term measurement statistics and signal averaging

It is instructive to consider both short- and long-term av-
eraging statistics to evaluate system performance and quan-
tify detection limits and measurement precision. With regard
to short times, we use the noise-equivalent absorption coef-
ficient eyga given by o,/ (c?lf;gl). Here o, represents the
standard deviation of the observed time constant about its
mean value, 7, and c is the speed of light. For a given aver-
aging time, Az,,, (corresponding to a set of ring-down signals
acquired at fixed laser frequency) the uncertainty in the mean
value of the base loss, @, is u(@)=expa/(Aty)"?
=0,/ (cPn}?), where ng is the total number of measured de-
cay signals. We found that o,/ 7 was typically less than 0.2%,
leading to a eypa=2.5X 107! cm™" Hz "2, For the averag-
ing time employed, At,,=5 s, this corresponded to an uncer-
tainty in the absorption coefficient of ¢ =1.1
X 10710 em!,

For sufficiently long averaging time scales, the noise-
equivalent absorption coefficient cannot be used to predict
detection limits because of slow drift in system variables. We
observed that our system exhibited a nominally linear drift in
7T over a time span of several hours given by o;ld?/ dt~2
X 1073 s7!. The Allan variance, which was originally formu-
lated to quantify the performance of ultrastable clocks [39],
provides a useful measure of long-term system stability and
has been applied to analyze detection limits in laser absorp-
tion spectroscopy [40]. We measured the Allan variance un-
der empty-cavity conditions. The results for our experiment
are shown in Fig. 4 and reveal an optimal averaging time of
150 s. For averaging time scales smaller than 150 s, the Allan
variance varied inversely with Az,, consistent with the defi-
nition of eyga, Whereas for longer averaging time scales, the
Allan variance reached a minimum due to system drifts.
When evaluated at the optimum averaging time, the Allan
variance analysis yields a minimum uncertainty in the ab-
sorption coefficient of a,,;,=4 X 107" cm™!, which corre-
sponds to the peak loss from a self-broadened A band line
with an intensity S~6X1073' cm™' molec.”' at p
=13.3 kPa (100 Torr). Numerical simulations indicate that
the optimal averaging time in our Allan variance is consistent
with our observed drift rate.

min,acq

C. Long-term averaging of spectra

In addition to short-time averaging of successive ring-
down time constants, ensembles of complete spectra were
also averaged. It is important to note that this is a simple
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FIG. 4. (Color online) Measured Allan deviation (square root of
the Allan variance) of the cavity losses as a function of averaging
time, Af,,. The quantity ny is the number of measured decay sig-
nals, and the ring-down signal acquisition rate is f,.q- The dashed
line tangent to the Allan deviation corresponds to exga=2.5
X 1071 em™! Hz™!"2 and for short averaging times gives an uncer-
tainty in @, u(a), which is proportional to ng”z.

average; no baseline correction or other pre-analysis was per-
formed. It was found that, over time, the broadband baseline
absorbance drifted (as is to be expected due to thermome-
chanical drift); however, the integrated area of the relevant
absorbance feature was independent of this drift. This is an
important feature of FS-CRDS which allows spectra to be
co-added, thereby reducing the amplitude of temporally un-
correlated residual features which vary on a time-scale
shorter than our single-spectrum acquisition time (10-15
min).

The base losses of ring-down spectrometers typically
have a weak wavelength dependence that drifts slowly with
time. The baseline spectrum of the empty cavity arises from
N\ dependence in the mirror reflectivity and from secondary
resonant cavities (etalons). Spectral and temporal variation in
the base losses is a manifestation of coupling between cavi-
ties of low finesse and the main high-finesse ring-down cav-
ity [41], and consequently the measured decay time 7 is in-
fluenced by all resonant cavities along the optical axis of the
probe beam. The most important secondary cavities are
formed by pairs of surfaces where the first surface corre-
sponds to one of the high-reflectivity ring-down cavity mir-
rors and the other corresponds to a normal-incidence surface
in the probe beam path. Examples of the latter include:
mode-matching lenses, view ports, detector faceplates, ring-
down mirror input surfaces, etc. Note that a pair of coupled
cavities will be mutually resonant at a given frequency, when
the round-trip path difference is an integral multiple of \/2.
This effect gives rise to periodicity in the base losses as a
function of optical frequency. Fourier analysis of ring-down
spectra reveals the amplitudes and characteristic spatial fre-
quencies (and hence path lengths) associated with these sec-
ondary resonators. Given that these etalons can involve op-
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FIG. 5. (Color online) Decrease in rms baseline noise (symbols)
with increasing number of co-added spectra, n,. The solid red line
corresponds to a power-law fit yielding the decay exponent,
©=046 and the constant Ag~ pinacq=1-1X% 10710 cm™!.
The dashed blue line represents an ergodic decay proportional
to n;"%. The minimum value of the rms baseline corresponds to
the peak loss of a self-broadened A band line with S~2.5
X 10731 em™! molec.™! at p=13.3 kPa (100 Torr).

tical elements external to the ring-down cavity, they are
sensitive to slow thermomechanical variations in optical path
length, therefore contributing to drift in the observed ring-
down losses.

We evaluated the baseline noise of a composite spectrum
by calculating the residuals to a quadratic fit in a region
largely free of absorption features. The resulting rms baseline
(in units of cm™") as a function of number of spectra aver-
aged, n, can be found in Fig. 5. The overall trend is a steady
reduction in the rms baseline noise to a minimum value of
1.8 107" cm™!. This trend persists for an averaging time
of approximately 10 h and shows no evidence of leveling off,
indicating that additional gains could be achieved by further
averaging. As shown in Fig. 5, a power-law fit to the data
gives a slightly smaller decay exponent of u=0.46 than
would be expected from an ergodic n;” 2 dependence. Note
the rms baseline for n,=1 is consistent with the single-
SPECtrum @iy ooq Value shown in Fig. 4. Kassi et al. [42]
similarly observed that co-adding cw-CRDS spectra reduced
rms baseline noise in measurements made with a fibered dis-
tributed feedback (DFB) diode laser at 1.58 um. However,
they found a slightly faster decay of noise in their setup
(u=0.61), which they assigned to the presence of slowly
varying “interference fringes” whose movement was driven
by thermomechanical drift.

D. Effect of long-term averaging on observed line shape

One possible deleterious result of spectra averaging is that
the averaged spectrum may exhibit a nonphysical line shape
due to instrumental broadening. To examine instrumental
broadening, we measured the PP(21) transition of 1602 at v
=13041.1236 c¢cm™' both with and without the frequency sta-
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FIG. 6. (Color online) Frequency-stabilized, Doppler-broadened
spectrum of the '°0, PP(21) magnetic dipole transition at ¥
=13 041.1236 cm™! for p=67 Pa, T=294.987(40) K, and an ef-
fective pathlength of 25 km. Upper panel shows the measured
(symbols) and Galatry line shape fit (solid line) to a single spec-
trum. Lower panel shows the fit residuals for the single spectrum,
and those corresponding to the fit of an averaged spectrum compris-
ing 28 spectra (blue line with open symbols). SNR for the averaged
spectrum was 18,000:1 with rms noise in the baseline absorption
coefficient of 3.9X 107! ecm™!.

bilization at p=67 Pa. At this pressure the line shape was
essentially Doppler broadened. The frequency-stabilized case
is shown in Fig. 6. A Galatry profile [43] was fit to the
measured spectra to account for residual pressure broadening
as well as collisional narrowing effects that were observable
at the high SNR of these measurements. We used the recent
line shape measurements of Robichaud et al. [36] for the
broadening and narrowing coefficients of this line, which
were 0.0118 MHz Pa~! and 0.0039 MHz Pa™!, respectively.

We observed significant differences between the stabilized
and unstabilized spectra with respect to the measured Dop-
pler width and center frequency determinations. In the stabi-
lized case, the mean difference between the measured Dop-
pler width and the calculated value (~0.85 GHz) was 143
kHz, with a standard deviation of 329 kHz. In the unstabi-
lized case, the difference was three times larger (379 kHz)
and the measured standard deviation was six times larger
(1.96 MHz). Apparent drifts in the transition center fre-
quency as large as ~2 MHz min~! were observed which re-
sulted from continuous movement of the cavity modes over
the 10 min duration of each spectrum acquisition. These ef-
fects of cavity drift were mitigated in the stabilized case, for
which we measured a standard deviation in fit-derived center
frequency of only 200 kHz. The residual scatter in center
frequency for the stabilized case was driven in part by varia-
tions (occurring on the time scale of spectrum acquisition) in
the HeNe laser reference frequency.

These results illustrate that with frequency stabilization of
the ring-down cavity, the measured Doppler width and center
frequency are stable to within 0.5 MHz. Therefore, co-
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adding multiple spectra obtained over time spans of several
hours should introduce negligible instrumental broadening in
the present experiment. We conclude that our measurements
of the weak electric quadrupole lines, obtained by co-adding
multiple spectra, can be readily modeled using standard line
shapes [44].

E. Analysis of measured spectra

Higher-order line shape phenomena such as collisional
narrowing [43] and speed-dependent effects [45] were not
expected to be detectable for measurements of the ultraweak
electric quadrupole lines. Therefore, we modeled all these
lines as Voigt profiles. The observed spectra, given by the
measured quantity ny(c7)”!, comprised absorption by O, and
all other system losses. Here n is the broadband (nonreso-
nant) index of refraction of the cavity medium, which we
assumed to be unity. The electric quadrupole lines were su-
perimposed on a baseline (linear plus sinusoidal terms) to
capture variations in the local loss arising from wings of
other lines and etaloning effects. The spectrum frequency
axis was v(qy)=vo+gmVrsg, Where v, was the starting fre-
quency given by the wave meter. The electric quadrupole
line intensities are given by S=.A/(nc), where A is the fitted
area of the electric quadrupole peak, and n is the measured
sample number density equal to p(kgT)~!, in which kg is the
Boltzmann constant. The Gaussian width, wg, was calculated
in terms of the measured temperature, transition frequency,
and '°0, molecular mass. For the lines considered here, wg,
expressed as a full width at half-maximum (FWHM), was
nominally 0.85 GHz.

Given the relatively low SNR of the electric quadrupole
spectra, it was not possible to retrieve the Lorentzian width,
wy, from the fitting procedure with sufficient accuracy. In-
stead, we constrained wy, to be 2yp, where v is the pressure
broadening coefficient. This constraint also ensured self-
consistency in the fit-derived areas for a given line as the
sample pressure was varied. We used the empirical
J-dependent correlation of Yang et al. [46] with the param-
eters found in the self-broadening measurements of O, A
band magnetic dipole P-branch spectra of Robichaud et al.
[36] to calculate 7y as

B
1+C|J,+C2J12+C3.,,4,

y=A+ (1)

where J' is the upper state angular momentum, A
=0.004 481 MHz Pa~!, B=0.012 69 MHz Pa™!, and ¢, c,,
and c;3 equal 0.03723, -7.86 X 1074, and 1.05 X 1079, respec-
tively. Note that these parameters are presently utilized to
calculate the broadening coefficients found in HITRAN 2008
[47].

To test the applicability of Eq. (1), we relaxed the above
constraint on wy and subsequently retrieved 7y from fits to the
spectra. Figure 7 shows the results of these measured y val-
ues and the predicted J'-dependent widths given by Eq. (1).
Although the spread in the measurements is relatively large
compared to the predicted variation with J', the mean vy val-
ues derived from the fits agrees well with the above correla-
tion. The effect of uncertainty in vy on the uncertainty of the
measured line intensities will be addressed in the Sec. IV B.
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FIG. 7. (Color online) Measured (filled symbols) and calculated
(line) self-broadening coefficient, y, vs J'.

IV. RESULTS AND DISCUSSION

A. Electric quadrupole line intensity measurements

We used FS-CRDS to measure six electric quadrupole
transitions in the O branch and one transition each in the
PO, RS, and 7S branches of the O, A band. Except for the
S(5) transition, none of these transitions has previously
been detected. We found good agreement between our ob-
served and calculated line positions, with a mean deviation
within the standard uncertainty of our calibrated frequency
reference (60 MHz or 0.002 cm™).

As discussed in the Experiment section, 50 ring-down ac-
quisitions were averaged per frequency step within an indi-
vidual spectrum. At least ten complete spectra were then co-
added to produce a final averaged spectrum. The effect of the
reduction in baseline noise level achieved by co-adding elec-
tric quadrupole spectra can be seen in Fig. 8. It is apparent
that a feature, which is only arguably observable in a single

o mi N.=20
0.486- A i

[ ..\.l..lIll.ll..

[ed” (10° em™)

R o |
oo
A

0.484

12955.1 12955.2 12955.3 12955.4

wave number (cm™)

FIG. 8. (Color online) Increase in SNR of average absorption
spectrum with increasing number of averaged spectra. Central peak
corresponds to the No(19) electric quadrupole transition of
190,(7=12955.1661 cm™', §=6.36X 1073 cm molec.™") at p
=12.7 kPa. The middle and top spectra are offset in the vertical
direction by 0.0005 and 0.0010 units, respectively.
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FIG. 9. (Color online) TS(5) electric quadrupole line of

160,(7=13 179.9239 cm™) at p=12.7 kPa, T=299.4 K. Symbols
represent measured values and the line is a fit based on the Voigt
line shape. The measurements correspond to the average of ten
scans, giving a SNR>50:1.

scan given the high noise level, is clearly visible with a SNR
10:1 after avera;glng twenty scans. Figure 9 shows the rela-
tively isolated “S(5) transition, which was previously mea-
sured by Brault [5] and which we readily measured with a
SNR>50:1.

The reduction in noise with signal averaging allows the
quantitative observation of ultraweak absorption features
within the wings of much stronger lines. The benefits of
signal averaging are illustrated in Fig. 10, which shows an
average of 23 individual spectra, for the YO(21) electric
quadrupole transition. This is the weakest line probed in the
present study. Nevertheless, it can clearly be seen in the
wings of a %0, hot band line. The absorption peak of the
electric quadrupole line is 3.4X 107" cm™' and the rms
baseline is 2.1 X 107'" cm™!, giving a peak SNR of 16:1.

Averaged spectra were acquired at several pressures be-
tween 3.33 and 26.7 kPa, with each spectrum yielding a mea-
surement of line intensity. The mean line intensity for each
transition (see Table III) was obtained by a weighted average
over all measurements taken at various pressures. We used a
normalized weighting factor proportional to (n; +s_2)” 2
where n; is the number of co-added spectra comprlslng the
jth measurement, and &;(p;) is the fractional uncertainty in
the jth measurement arising from systematic error in 7y (as
discussed below). We observed linearity between peak area,
A;, and O, number density, n, for all measured transitions.
This result is illustrated in Fig. 11, where the solid lines
intersecting the origin correspond to the calculated peak ar-
eas based on the mean line intensity for each case (i.e.,
Ai,calc:n<Si>C)-

For completeness, the measured intensities were also cor-
rected to the standard reference temperature 7,=296 K using
the relation,

Q(T) e—hCE /(kBT)
O(T,) p=heE"IkgT)

where E” is the lower state energy, and Q(T) is the total
partition function for 1602. Lower state energies for the mea-

S(T)=8(T)——= ()
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FIG. 10. (Color online) Upper panel gives the NO(21)
electric ~ quadrupole  line  ($=12934.7490 cm™!, §=3.70

X107 ¢cm molec.™!) in the wings of the “Q(11) hot band, mag-
netic dipole transition of 1602(75=12 934.5516 cm™!, §=2.87
X 10727 cm molec.”"). Symbols represent measured values and the
lines are fitted Voigt line shapes. Bottom panel shows the fit residu-
als. The spectrum comprises an average of 23 files, taken at p
=12.7 kPa.

sured transitions are given in Table III. Since most measure-
ments were made within 1 K of 296 K, the corrections re-
quired to adjust the measured intensities to 7, were all less
than 0.7%, far below our experimental measurement uncer-
tainty.

B. Uncertainty analysis

There are a number of observables in our experiment that
do not make a significant contribution to the combined un-
certainty in line intensity. These include measurements of the
FSR, the spectrum frequency axis, and the sample tempera-
ture, pressure and number density. We estimate the relative
combined uncertainty in S driven by uncertainties in these
quantities to be less than 0.5%. There remain three dominant
sources of uncertainty: (1) line shape effects influenced by
collisional narrowing and self-broadening, (2) the base losses
of the ring-down cavity, and (3) the total (base plus absorp-
tion) loss of the system. The first is a systematic (Type B)
uncertainty, and the latter two can be treated as statistical
uncertainties (Type A) that can be reduced by least-squares
fits and signal averaging [48].

Our previous analysis of high SNR O, A band spectra
[36] revealed collisional (Dicke) narrowing line shape effects
which we modeled using the Galatry profile [43]. In the
present study, we estimated that our choice of the Voigt pro-
file contributes a relative uncertainty of <2% to S, with a
larger uncertainty arising from our choice of broadening pa-
rameter. We found the systematic uncertainty in S arising
from uncertainty in y by numerical evaluation of the sensi-
tivity parameter, d In S/d In . This parameter represents the
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TABLE III. Measured electric quadrupole line intensities at 296 K (S in units of 1073° cm molec.™"),
lower state energies (E” in cm™!) and standard relative uncertainties, [u.(S) in %] for the 160, A band. The
Type B uncertainties assume a 10% relative uncertainty in the self-broadening coefficient, y. The quantities,
nt and (ng) represent the number of measurements of S and the corresponding average number of co-added

spectra, respectively.

Transition E" S U ,(S) Type A Type B nr (ny)
No(s) 42.2001 21.2 8.9 7.4 4.9 15 21
No(13) 260.6824 16.8 5.0 3.0 39 6 13
No(15) 343.9694 11.6 5.2 4.0 33 9 27
No(17) 438.7010 8.53 4.2 2.3 35 4 19
No(19) 544.8623 6.36 5.6 39 4.0 4 17
No(21) 662.4361 3.65 6.3 5.1 3.7 5 33
Po(1) 2.0843 35.8 4.1 3.0 2.8 1 12
Rg(1) 0 3.83 11.0 9.9 4.7 1 45
Ts(5) 42.2240 20.5 4.4 3.0 33 1 10

fractional change in line intensity per fractional change in
broadening parameter and can be readily found by repeating
the fits to the quadrupole transitions over a range of 7y values.
From this analysis we obtain d In S/d In y~ 7p, where 7 is
line dependent and ranges from (1.7-2.1) Pa~!. Assuming a
10% relative uncertainty in y, we find the relative uncer-
tainty in § arising from error in vy to be less than 5% for all
cases.

Variations in the base loss occurring on time scales that
are comparable to the scan time can give rise to spurious
structure in individual spectra. This type of effect may not be
captured by a model that incorporates a simple linear or sinu-
soidal baseline. However, when taken over an ensemble of

4
[ ]
— line
g NAJ(NY)
N e "0(5)
I = "O(13)
o.SD 2 s "O(15)
= <« No(7)
=t o "O(19)
o + No@1)
©
X
©
(0]
o /
0' T T T T
0 2x10"® 4x10" 6x10"

number density (molec. cm™)

FIG. 11. (Color online) Fit-derived peak areas (symbols), A;, vs
0, number density, 7, for the YO branch electric quadrupole lines
given in Table II. The solid lines correspond to the expected areas
based on the weighted mean line intensity for each case. The open
symbols with abscissae near n=3.1X 10'® molec. cm™, are repeat
measurements of the respective peak areas. The repeat data were
obtained several weeks after the original data using another probe
laser nominally identical to the original one.

spectra, residual variations in base losses tend to diminish
inversely with the square root of the number of spectra, con-
sistent with a Type A uncertainty. Likewise, noise in the ring-
down signals occurring in the photoreceiver and A/D sys-
tems, limits the precision with which the ring-down time
constant can be measured. This effect is manifest as an in-
trinsic noisiness in the spectra that is apparent near the de-
tection limit. It too tends to be uncorrelated from one scan to
the next, and hence both effects can be reduced by signal
averaging as illustrated in Fig. 5.

The rms deviation in S about the ensemble mean (S) is a
measure of the combined Type A uncertainty. For YO-branch
lines (which are those for which several repeat measurements
were made), Table III shows that this quantity ranges from
2.3% to 7.4%. We also repeated the peak area measurements
as a further check on our measurement precision and repro-
ducibility. These experiments were repeated for each line
several weeks after the original data were taken (open sym-
bols in Fig. 11), and data were acquired using a different
probe laser that was nominally identical to the first. We
found an average relative difference between the new S and
those based on previously determined (S) of 1.3% with a
standard deviation of 4.1%. These differences are consistent
with the rms deviations in S that were found in the original
data set.

Combining, the Type A and Type B uncertainties in
quadrature, we estimate the relative combined standard un-
certainty for most of the YO-branch electric quadrupole line
intensities to be ~6%. By comparison, this relative uncer-
tainty is only about 20 times greater than those of the O, A
band magnetic dipole lines [36]; despite the fact that the
latter transitions are five orders of magnitude stronger than
the former.

These data also indicate that it would be possible to detect
much weaker lines using the present technique. Our weakest
measured line had an intensity of 3.7X 1073 c¢m molec.™!
with a Type A uncertainty of 5%. If we assume a best-case
measurement precision of 2.5% (improved over the present
case by a fourfold increase in signal averaging time or by a
twofold reduction in mirror losses), we estimate a SNR of
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~2:1 for a line having an intensity of 2
X 1073 ¢m molec.™!. This limit is approximately 100 times
lower than the detection limit reported by Naus et al. [6] in
their CRDS measurement of the 7$(9) O, electric quadrupole
line.

C. Electric quadrupole line intensity calculations
1. Transition quadrupole matrix elements

Intensities for quadrupole transitions have different fre-
quency dependence than the more usual dipole transitions
due to the extra length dimension of the quadrupole. Jackson
[49] gives a thorough discussion of multipole electromagne-
tism. Using Eq. (16.97) of Jackson with wave number di-
mensions gives

40]
lo(1)

[

~

R(6) = PL(0)/P(1) =

2°

3)

where R(€) is the ratio of the average radiation of a mul-
tipole of order € to the radiation of an electric dipole at wave
number 7. The other parts of Eq. (3) are

9€¢+1) —2(e-1)
s2es P ™

€+ ' =R€+1)(2¢€-1)...3, (4)
[0(0OP =2 |0(€.m). (6)

The sum over m averages over the angular emission pat-
tern so each multipole has spherical symmetry and there are
no polarization effects. There are no cross terms between
multipoles with different € because of the orthogonality of
the pattern for the fields. For a quadrupole (€=2),

3 _,loe)P
R(2)= 100(2771/) |W|2

(7

The matrix elements of the transition moments in Hund’s
case (b) can be derived using spherical tensor relations. The
reduced matrix element for the transition moment is com-
puted from the general equation for calculating the reduced
matrix element in the space of J of a tensor product from
reduced matrices for two tensors in the space of N and S
(e.g., see Edmonds [50], Eq. 7.1.5)

Uy don J|| TP 5,0y = (27 +1)(20" + 1)(2L + 1)
JJ Ly
XVJy Ty Ly (T[T,
J J L
x|\, (8)

where the quantity in brackets is a 9-J symbol. For cou-
pling of N with S, J,=N, J,=S, and L=L,. The tensor prod-
uct is
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TABLE IV. Operators satisfying triangular inequality found in
Eq. (15).

L, Lg Ly |AN]| Operator Name
1 1 1 1 [Dy® sV M,
2 1 1 1 IENR 0,
2 1 3 1.3 [Dj51? 03
70 = [T @ 7210, (9)

In the present case, the generalized direction cosine operator,

Ds, is an instance of T%N) with matrix elements given by

(N.K|[DININ'K") = (= DMKV@N + 12N + 1)

N Ly N
X e (10)
-K g K

where the quantity in parentheses is a 3-J symbol. For 3,
states with K=K’'=g=0, the 3-J symbol is zero when (N
+N'+Ly) is odd. The three projections of Df;) with ¢=0, 1,
and —1 are projections of a unit vector.

The choices for T<SLS) will be limited to Lg=1, where 7@” is
the vector S. The reduced matrix elements for singlet and
triplet states are chosen by coupling two S=1/2 spins to-
gether using Eq. (8) with J,=J,=1/2, L,=L,=L=1.

\r’T/S :|

— 11
\ﬂ% \3/2 (1

(slisfls"y= {
Note that L;=0 for an operator that is part of the Hamil-
tonian, L;=1 for an electric or magnetic dipole transition,
and L,;=2 for a quadrupole transition. To include symmetry,
we need to define a symmetrization of the direction cosine

DN =DgV+ (= DhPapty (12)

For K=K'=0, the wave function is nonzero if (p+N+s) is
even. Here s=1 for a %~ state and s=0 for all other symme-
tries. Summing with a similar constraint for N’ gives the
requirement that

(p+p'+N+N' +s+s")mod 2=0. (13)

Combining this expression with the constraint produced by
the 3-J symbol in Eq. (10) gives

Lymod2=(p+p’+s+s")mod 2. (14)

The parity change, (p+p’), is even for magnetic dipoles and
electric quadrupoles and odd for electric dipoles. Since the
0O, A band is 12;<—32;, Ly must be odd. The possible op-
erators that satisty the triangular inequality

ILj—Lg| =Ly=L;+Lg (15)

are found in Table IV.

Therefore the A band intensities will depend on a single
magnetic dipole, M, and two quadrupoles, Q; and Q5. The
relative sign of the quadrupoles can be determined using
AN=1 transitions, while |Q5| is largely determined using

042513-10



LABORATORY MEASUREMENTS AND THEORETICAL...

AN=3 transitions. The intensities of the four electric quad-
rupole branches do not depend equally on Q; and Q3. We
expect that the Q; quadrupole dominates the |AN|=1 transi-
tions (>90% from Q, and ~10% Q5), whereas the Q5 quad-
rupole dominates the |AN|=3 transitions (>95% from Qj;
and <10% from Q).

2. Fitted quadrupole moments

The SPCAT program [19] was modified to calculate the
electric quadrupole matrix elements described above. Inten-
sities for the |AN|=1,3 electric quadrupole transitions were
calculated for N"=1 to 29 (with estimated values for M, Q,,
and Q). The values of Q, and Q; were determined in a
least-squares fit of the predicted electric quadrupole intensi-
ties to those we measured. A similar procedure was used to
determine M from the previously measured magnetic dipole
transition intensities [36]. The fitted transition moments
were:  M,;=6.369(8)107> JT!  [0.06868(8)  Bohr-
magnetons],  Q;=4.15(13) X 10** C m?0.0124(4) D A],
0,=2.61(8) X 10™** C m?[0.007 83(23) D A], where the
value in parentheses denotes the standard uncertainty in the
last digit. We recalculated the predicted intensities for all
four electric quadrupole branches using the fitted values of
M, Q;, and Q3. The average absolute difference between the
present electric quadrupole measurements and the calcula-
tions is ~5%, which is comparable to our reported average
experimental uncertainty.

The results of these intensity calculations for all four elec-
tric quadrupole branches can be found in Table V. Figure 1
shows a stick spectrum based on the present calculations
with all observed transitions indicated. Using the calculated
transition moments, we calculated the transition band inten-
sities: Syp=2.25(2) X 10722 c¢m molec.”' and Spo=1.8(1)
X 107" ¢cm molec.”!. It is important to note that the |AN]|
=1 transitions (i.e., PO and Rs branches) are four times stron-
ger than the |AN|=3 transitions (i.e., YO and 'S branches) as
illustrated in Fig. 1, thus confirming the 1934 prediction of
van Vleck [51]. As a result, while the ratio of intensities
between a |AN|=3 branch and a given magnetic dipole
branch is 3 X 107 (as was reported by Brault [5]), the ratio
of intensities for a |[AN|=1 electric quadrupole branch is 12
X 1070, After summing intensities over all branches, we find
that the ratio of electric quadrupole and magnetic dipole
band intensities is 8 X 107°.

On average, the measurements of Brault [5] are system-
atically low by 15% compared to the present calculations for
the ”S electric quadrupole transition intensities, displaying
increasing discrepancy with large J. A deviation of ~12%
was observed between Brault’s TS(S) measurement and our
own. These disparities are consistent with the quadrature
sum of the 10% uncertainty in effective path length reported
by Brault and the uncertainties in our calculations and mea-
surements.

V. CONCLUSIONS

We have reported laboratory observations, quantitative in-
tensity measurements, and calculations of electric quadru-
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TABLE V. Calculated intensities (at 296 K, in units of
1073% cm molec.™") for the electric quadrupole transitions within
the N0, 0, XS, and 7S branches of the 1602 A band. Fit uncertain-
ties (mean absolute relative deviation between our measurements
and calculated intensities) of these intensities are ~5%. Transitions
observed in this study are underlined.

N’ No o Rg s
1 359 4.09 6.09
3 11.4 76.5 51.2 14.0
5 18.7 102.3 80.9 19.8
7 21.8 114.0 96.6 227
9 21.9 1123 98.9 22.8
11 19.7 100.4 90.9 20.7
13 16.3 82.4 76.2 17.2
15 125 62.7 58.8 13.2
17 8.83 444 42.1 9.46
19 5.86 29.4 28.2 6.32
21 3.62 18.2 17.6 3.95
23 2.11 10.6 10.3 2.31
25 1.15 5.78 5.68 1.27
27 0.60 2.97 2.93 0.661
29 0.29 1.44 1.42 0.318

pole transitions in the O, A band. These measurements may
serve as a benchmark for ultrasensitive spectroscopic tech-
niques. The experiment exploited the high sensitivity, spec-
tral fidelity, and long-term stability of frequency-stabilized
cavity ring-down spectroscopy; a technique that enabled in-
tensity measurements of ultraweak lines (S~3 X 107 to 2
X 1072° c¢m molec.™!) with unprecedented accuracy (4.4% to
11% relative combined uncertainty). Our calculations in-
cluded the electric quadrupole line positions (uncertainties
<3 MHz), matrix elements and line intensities. The line in-
tensity calculations and measurements agreed to within our
average experimental uncertainty of 6%. Our calculated po-
sitions and intensities are sufficiently accurate to model the
electric quadrupole contribution to the O, A band which may
be observed in long-path atmospheric spectra. In addition,
we have demonstrated how such high-sensitivity and low
uncertainty measurements can add to our understanding of
diatomic spectroscopy and provide a basis for comparison
with present day computational models. Finally, the mea-
surements of other ultraweak transitions in atmospherically
relevant species may have possible future implications for
increasingly sensitive remote sensing measurements.
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